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Abstract: The mining opinion from online reviews has become an increasingly urgent activity and has attracted a great deal of 

attention from researchers.  To extract and analyze opinions from online reviews, it is unsatisfactory to only obtain the overall 

sentiment about a product. This project proposes an approach based on the partially-supervised alignment model, which regards 

identifying opinion relations as an alignment process. Then, a graph-based co-ranking algorithm is exploited to estimate the confidence 

of each candidate. Finally, candidates with higher confidence are extracted as opinion targets or opinion words. 
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I. INTRODUCTION  

 

To extract and analyze opinions from online reviews, it is unsatisfactory to merely obtain the overall sentiment 

about a product. In most cases, customers expect to find fine-grained sentiments about an aspect or feature of a 

product that is reviewed. For example: “This phone has a colorful and big screen, but its LCD resolution is very 

disappointing. 

 Readers expect to know that the reviewer expresses a positive opinion of the phone’s screen and a negative 

opinion of the screen’s resolution, not just the reviewer’s overall sentiment. To fulfill this aim, both opinion targets 

and opinion words must be detected. First, however, it is necessary to extract and construct an opinion target list and 

an opinion word lexicon, both of which can provide prior knowledge that is useful for fine-grained opinion mining. 

An opinion target is defined as the object about which users express their opinions, typically as nouns or noun 

phrases. In the above example, “screen” and “LCD resolution” are two opinion targets. Previous methods have 

usually generated an opinion target list from online product reviews. As a result, opinion targets usually are product 

features or attributes. Accordingly this subtask is also called as product feature extraction. In addition, opinion 

words are the words that are used to express users’ opinions. In the above example, “colorful”, “big” and 

“disappointing” are three opinion words. Constructing an opinion words lexicon is also important because the 

lexicon is beneficial for identifying opinion expressions. 

 

II. OBJECTIVE  

 

  In this paper I proposed a Co-Extracting Opinion Targets and Opinion words from Online Reviews Based on the 

Word Alignment Model. These reviews are based on online reviews that are given by user. Opinion target 

are product and opinion words are represented as positive, negative and neutral words from the review. 

 

III. RELATED WORK 

 

A Survey on Opinion Word Extraction of Reviews using Word Alignment Model: 

 One of the important types of information on the web is the opinions expressed in the user generated content, e.g., 

customer reviews of products, forum posts, and blogs. All nouns/noun phrases in sentences are opinion 

target candidates, and all adjectives/verbs are regarded as potential opinion words. Each candidate will be 

assigned a confidence, and candidates with higher confidence than a threshold are extracted as the opinion 

targets or opinion words. 

 Extraction of Hidden Opinion Based On Sentiment Analysis Using Word Alignment:  In opinion mining, extracting 

opinion mining from online reviews is quite important and tedious job. Extraction of opinion target which 

proposes the approach by using partially-supervised word alignment mode. To avoid parsing error during 

handling the informal sentences by using PSWAM in online reviews as compared with existing syntax-

based method. On the other hand, to capture opinion relation more efficiently over partial supervision from 
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partial alignment links when compare with existing syntax-based method. These results, that error can be 

avoided. 

 

 An Improving Accessibility of Web Content Based On Opinion Targets: 

Social media monitoring the public views can be understood by the theories of people’s opinion. Online reviews 

became increasingly popular in a broad way for people to share their views and sentiment with other users 

towards any product. Sentiment analysis/opinion mining has attracted its attention all over the world. 

Extraction of sentiment word and sentiment target from online reviews is the two basic fundamental tasks 

in the web content. This could be accomplished by the word alignment model. 

A  Review  on  Existing  Opinion Targets  and  Opinion Words  Extracting        Methods  from Online Reviews . 

In today’s e-business world or in competitive structure of market, lots of analyzed data is required for betterment of 

services, probability calculations, predictions, business decisions and summary of market reputation etc. 

This analysis is achieved through the detail summary of customer feedbacks and product reviews etc. To 

analyze this kind of data, opinion mining techniques are used. Hence for fine grained output from opinion 

mining, word alignment model and patterns of sentences are discussed in this project. Getting perfect 

opinion words and opinion targets is the prime and significant tasks. 

 

IV. SYSTEM ANALYSIS 

 

The study of a procedure to determine the most efficient method of executing it to obtain a desired end. The study 

essentially consists of three basic phases. Data gathering investigation of the present system and new 

information requirements; analysis of the data gathered in the investigation and  synthesis or refitting of the 

parts and relationships uncovered through the analysis into an efficient system. 

 

V. EXISTING SYSTEM  

 

A straightforward frequency-based solution is to regard the aspects that are frequently commented in consumer 

reviews as important. However, consumers’ opinions on the frequent aspects may not influence their 

overall opinions on the product, and would not influence their purchasing decisions. For example, most 

consumers frequently criticize the bad “signal connection" of iPhone 4, but they may still give high overall 

ratings to iPhone 4. On the contrast, some aspects such as “design" and “speed," may not be frequently 

commented, but usually are more important than “signal connection." Therefore, the frequency-based 

solution is not able to identify the truly important aspects.  

         On the other hand, a basic method to exploit the influence of consumers’ opinions on specific aspects over 

their overall ratings on the product is to count the cases where their opinions on specific aspects and their 

overall ratings are consistent, and then ranks the aspects according to the number of the consistent cases. 

This method simply assumes that an overall rating was derived from the specific opinions on different 

aspects individually, and cannot precisely characterize the correlation between the specific opinions and the 

overall rating. 

         There are two Existing methods are used in online. They are:  Boolean weighting and term frequency (TF) 

weighting. Boolean weighting represents each review into a feature vector of Boolean values, each of 

which indicates the presence or absence of the corresponding feature in the review. Term frequency (TF) 

weighting weights the Boolean feature by the frequency of each feature on the corpus. 

 Training of the labeled data from source domain and target domain and applying it in some other domain 

will result inaccuracy. 

 Supervised learning algorithm is costly to annotate data for each new domain in which we would like to 

apply a sentiment classifier. 

 Cross domain sentiment classification system must identify which source domain features are related to 

target domain features. Domain dependent word will not be correctly justified. 

 Boolean model doesn't consider term weights in queries, and the result set of a Boolean query is often 

either too small or too big. 
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 Term Frequency (TF) algorithm calculates term weight only based on their frequency. That is, term weight 

is positive correlated to their frequency. Actually, term with higher frequency may be only intensively 

distributed in a part of the document. Such terms are inclined to represent the content of the part instead of 

the whole document. However, TF algorithm will assign a higher term weight to such terms. Obviously, it 

is insufficient to only consider term frequency when calculating its weight. 

 

PROPOSED SYSTEM  

     

 This project proposes a novel approach based on the partially-supervised alignment model, which regards 

identifying opinion relations as an alignment process. The proposed model obtains better precision because 

of the usage of partial supervision. I use the word alignment model effectively to alleviate the negative 

effects of parsing errors when dealing with informal online texts. This model captures opinion relations 

more precisely, especially for long-span relations. 

 WAM can capture more complex relations, such as long-span modified relations. 

 WAM is more robust because it does not need to parse informal texts. 

 PSWAM can be used to constrain the alignment model and obtain better alignment results. 

 

ARCHITECTURE 

    

           The system architecture is a diagram of a system, in which the principle parts of functions are represented by 

the boxes connected by lines that shows the relationship of the boxes. It also explains the overall process of 

the system. 

 
                     ARCHITECTURE 

 

VI.  IMPLEMENTATION 

  

 Implementation is the most crucial stage in achieving a successful system and giving the users confidence that the 

new system is workable and effective. Implementation of a modified application is to replace an existing 

one. Each program is tested individually at the time of development using the data and has verified that this 
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program linked together in the way specified in the program specification. The computer system and its 

environment is tested to the satisfaction of the user. The system that has been developed is accepted and 

proved to the satisfactory for the user. 

         The implementation stage involves careful planning, investigation of the existing system and its constraints on 

implementation, designing of methods to achieve change over and evaluation of change over methods. 

Implementation is a process of converting a new system design into operations and the modules that are  

 used are as below. 

 

 PRIVACY PRESERVING 
Privacy preserving data mining (PPDM) is one of the important areas of data mining that aims to provide security 

for secret information from unsolicited or unsanctioned disclosure. Data mining techniques analyzes and 

predicts useful information. Analyzing such data may open treat to privacy .The concept of privacy 

preserving data mining is primarily concerned with protecting secret data against unsolicited access. It is 

important because now a day Treat to privacy is becoming real since data mining techniques are able to 

predict high sensitive knowledge from huge volumes of data. When the data is coming from multiples 

sources then also privacy should be maintained. Now a day this privacy preserving data mining is 

becoming one of the focusing area because data mining predicts more valuable information. 

  

WORD ALIGNMENT MODEL 

 The word-based alignment model to perform monolingual word alignment, which has been widely used in many 

tasks such as collocation extraction and tag suggestion. In practice, every sentence is replicated to generate 

a parallel corpus. A bilingual word alignment algorithm is applied to the monolingual scenario to align a 

noun/noun phase (potential opinion targets) with its modifiers (potential opinion words) in sentences. I 

directly apply the standard alignment model to this task; an opinion target candidate (noun/ noun phrase) 

may align with the irrelevant words rather than potential opinion words (adjectives/verbs), such as 

prepositions and conjunctions. Thus, I introduce some constraints in the alignment model as follows: 

1) Nouns/noun phrases (adjectives/verbs) must be aligned with adjectives/verbs (nouns/noun phrases)or a null word. 

Aligning to a null word means that this word either has no modifier or modifies nothing; 

2) Other unrelated words, such as prepositions, conjunctions and adverbs, can only align with themselves. 

  

PARTIALLY-SUPERVISED WORD ALIGNMENT MODEL 
The standard word alignment model is usually trained in a completely unsupervised manner, which may not obtain 

precise alignment results .Thus, to improve alignment performance, I perform a partial supervision on the 

statistic model and employ a partially- supervised alignment model to incorporate partial alignment links 

into the alignment process. Here, the partial alignment links are regarded as constraints for the trained 

alignment model. Unlike the unsupervised word alignment model, the alignments generated by the 

PSWAM must be as consistent as possible with the labeled partial alignments. Those inconsistent 

alignments with pre-provided partial alignment links (illegal alignments) could be filtered out; therefore, 

they would not be counted for parameter estimation in subsequent iterations. However, to select a more 

complex alignment model, the IBM-3 model, which is a fertility-based model. This indicates that the 

standard EM training algorithm is time consuming and impractical. To resolve this problem, GIZA++ 

provides a hill-climbing algorithm, which is a local optimal solution to accelerate the training process. In 

practice, GIZA++ first sequentially trains the simple models (IBM-1, IBM-2, HMM) as the initial 

alignments for the IBM-3 model. Next, a greedy search algorithm is used to find the optimal alignments 

iteratively. The search space for the optimal alignment is constrained on the “neighbor alignments” of the 

current alignment, where “neighbor alignments” denote the alignments that could be generated from the 

current alignment. 

 

GRAPH BASED CO-RANKING ALGORITHM 

After mining the opinion associations between opinion target candidates and opinion word candidates, I complete 

the construction of the Opinion Relation Graph. Then calculate the confidence of each opinion target/word 

candidate on this graph, and the candidates with higher confidence than a threshold are extracted as opinion 
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targets or opinion words. I assume that two candidates are likely to belong to a similar category if they are 

modified by similar opinion words or modify similar opinion targets. Thus one of them to be an opinion 

target/word, the other one has a high probability of being an opinion target/word. Thus, I can forward the 

confidences among different candidates, which indicate that the graph-based algorithms are applicable. 

 

 
  UPLOAD DATASET 

 
  DATASET UPLOADED 
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  SUMMARIZATION 

                           

 
GRAPH REPRESENTATION 
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VII. CONCLUSION 

This project proposes a method for co-extracting opinion targets and opinion words by using a word alignment 

model. Compared to previous methods based on nearest neighbor rules and syntactic patterns, in using a 

word alignment model, this method captures opinion relations more precisely and therefore is more 

effective for opinion target and opinion word extraction. The main contribution is focused on detecting 

opinion relations between opinion targets and opinion words. The coding are written in java using net beans 

IDE 8.0.  

 

 FUTURE ENHANCEMENT 

 In future work, to consider additional types of relations between words, such as topical relations, in Opinion 

Relation Graph and I believe that this may be beneficial for co-extracting opinion targets and opinion 

words. It will also give a detailed view for each and every product that along with their comments and 

graphs. 
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