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Abstract: Association rule mining is the most important technique in the field of data mining. Association rule mining finding 

frequent patterns, associations, correlations, or causal structures among sets of items or objects in transaction databases, relational 

databases, and other information repositories. The aim of the research work is to predict association rule using apriorialgorithm  such 

as  filter associator and find the best  apriori algorithm based  different execution time and various factor. 
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I. INTRODUCTION  
 

Association rules are one of the major techniques of data mining. The volume of data is increasing dramatically as the data 

generated by day-to-day activities. Therefore, mining association rules from massive amount of data in the database is 

interested for many industries which help in much aprior ,filterassociator , data mining processor. The data is identified 

relationship between item selling some aspect of human behavior  usually buying behavior for determining item that 

customer buy together. 

Association rules are used to find the frequent pattern, associator correlation in transaction database. Association rule mining 

can be used in apriori filter associator etc .Association Rule algorithms are Apriori, Algorithm. Here in this paper we show 

how different association rule algorithms work for voting application.Association is mainly exploring the association among 

field from enormous amount of data. there have been a most of studies on association rule and it has been proven to be an 

effective method.It is by far the most well-known association rule algorithm. The fundamental differences of this algorithm 

from the apriori and filter associator algorithms are the way of generating candidate itemsets joining and the selection of 

candidate itemsets for counting.[3] The Apriori generates the candidate itemsets by the large itemsets of the previous pass 

and deleting those subsets which are small in the previous pass without considering the transactions in the 

database.Association rule are one are the major technique of data mining .The volume of data increasing dramatically as the 

data generated to day to day . 
 

II. LITERATURE SURVAY 

 

Shodhanga    Association Rules mining  is one of the most important field of application of Data Mining. A set of customer 

transactions on items is provided and the main purpose is to determine the correlations within the sales of items.It is essential 

to examine the customer’ purchase behavior and assist in increasingthe sales and conserve inventory by focusing on the data 

mining algorithm.This chapter discusses a survey about the existing Association Rule Mining, Apriori Algorithm,and  

filterassociator  techniques. 

V R SadasivamTheApriori and Filter associator algorithms are the most famousalgorithms which is used in frequent pattern 

mining. Apriori algorithm is the classical and an important algorithm for Miningfrequent itemsets. Apriori is used to find all 

the frequent itemsets in a given database. This survey paperhighlights the various frequent pattern mining and association 

rule mining. 

Farah Hanna AL-Zawaidah In this paper we present  aassociation rule mining approach that can efficiently discover the 

association rules in large databases. The proposed approach is derived from the conventional Apriori approach with features 

added to improve data mining performance. We have performed extensive experiments and compared the performance of our 

algorithm with existing algorithms found in the literature.  
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Yong et al.,   proposed a mining association rule with a new measure criteria. In these days, association rules mining from 

large databases is an active field of research of data mining followed by many application areas. On the other hand, there are 

some difficulties in the strong association rules mining, depending on the support-confidence framework. 

Jiao Yabing    Association rules mining is to discover the associations and relations among item sets of large data. 

Association rules mining is an important branch of data mining research, and association rules is the most typical style of 

data mining.Apriori algorithm is the classic algorithm of association rules, which enumerate all of the frequent item sets.  

 

III. METHODOLOGY 

 

3.1 DATASET: 

The snacks dataset have been created for analysis of association rule. This dataset contain the six instance and six attribute 

are comparative analysis. The six attribute are transaction id ,hotdogs ,chips coke ,buns ,ketchup. 

 

Implementation of Filter associator: 

To perform the Filter associator, we have to do same procedure as Apriori algorithmi.e. just select the Filter associator in 

place of Apriori algorithm. After taking the value of support and confidence, the execution of Filter associator is done by 

clicking the “Start” button and according to that it generates the best association rules. 

 

Performance Evaluation of Apriori algorithm and FilterAssociator : 

After performing the execution of both algorithms: Apriori algorithm and Filter associator in the weka tool, we found that 

Apriori algorithm takes more number of cycle performed and for specific value of support it also generates extra 

largeitemsets compare to the Filter associator.any large dataset can lead to very large number of association rules, even with 

reasonable Min Confidence and Support. 

 

Rule Evaluation:  

• Support (S): 

Fraction of transactions that contain both X and Y. Support is a fraction of transactions that contain an itemset. Frequencies 

of occurring patterns are indicated by support. The probability of a randomly chosen transaction T that contain both itemsets 

X and Y is known as support.  

• Confidence (C): 

Confidence It measures how often items in Y appear in transactions that contain X. Strength of implication in the rule is 

denoted by confidence. Confidence is the probability of purchasing an itemset Y in a randomly chosen transaction T depend 

on the purchasing of an itemset X.  

• Itemset: A collection of one or more items. Example {hotdog,coke,chips}. K-itemset that contains k-items.  

• Frequent Itemset: An itemset whose support is greater than or equal to a min_sup threshold. In association rule mining 

task from a set of transactions T, the goal of association rule mining is to find all rules having Support >= min_sup threshold 

and Confidence>= min_conf threshold.The set of item which has minimum support & it is denoted by Li for ith item set. 

Apriori Association Rule 

 

Apriori Association rule is used to mine the frequent patterns indatabase. Support & confidence are the normal method used 

tomeasure the quality of association rule. 

• Support for the association rule X->Y is the percentage of transaction in the database that contains XUY [9]. 

• Confidence for the association rule is X- >Y is the ratio of the number of transaction that contains XUY to the number of 

transaction that contain X [9]. 

 

3.2 APRIORI 

Apriori: 

Application of the apriori algorithm is a great achievement in the history of mining association rules.This technique uses the 

property that any subset of a large itemset must be a large itemset. Also, it is assumed that items within an itemset are kept in 

lexicographic order. The Apriori generates the candidate itemsets by joining the large itemsets of the previous pass and 

deleting those subsets which are small in the previous pass without considering the transactions in the database. By only 

considering large itemsets of the previous pass, the number of candidate large itemsets is significantly reduced. 

http://www.ijirmet.com/


   ISSN (Online): 2456-0448 
International Journal Of Innovative Research In Management, Engineering And Technology 

Vol. 3, Issue 4, April 2018 

 

 

 

Copyright to IJIRMET www.ijirmet.com  221 

 

APIRIORIALGORITHM 

 1) C 1: = I; //Candidate 1-itemsets 

2) Generate L1 by traversing database and counting each occurrence of an attribute in a transaction; 

3) for (k = 2; Lk-1≠ φ; k++) do begin //Candidate Itemset generation //New k-candidate itemsets are generated from (k-1)-

large itemsets 

4) Ck = Apriori-gen(Lk-1); //Counting support of Ck 

5) Count (Ck, D) 

6) Lk = {c Ck | c.count ≥ minsup} 

7) end 

 8) L = kL 

3.2.1 FILTER ASSOCIATOR 

This algorithm is a class for running an arbitrary associator on data that has been passed through an arbitrary filter. Like the 

associator, the structure of the filter is based exclusively on the training data and test instances will be processed by the filter 

without changing their structure . In Weka it includes option such as associator with which we can consider the apriori, 

association rule and Filtered associator algorithm, class index and filter to get the result. 

IV. EXPERIMENTAL RESULTS  
 

This work is implemented in Weka tool. Weka is a collection of machine learning algorithm of task data mining. The 

algorithms can either be applied directly to a dataset or called from your own Java code. Weka contains tools for data mining 

processor, association rules, and apriori, filter associator. It is also well-suited for developing new machine learning 

schemes.The experimental comparison of algorithms are done based on the performance measures of different  execution 

time. 

 

4.1 COMPARSION OF AN ALGORITHM 

 

 

Support: 

The support supp(X) of an itemset X is defined as the proportion of transactions in the data set which contain the itemset. 

 

supp(X)= no. of transactions which contain the itemset X / total no. of transaction 

Confidence: 
The confidence of a rule is defined: 

 
 

                            Transactional   support (xy)  

Support (xy) =    --------------------------------------  

                                Total no. of Transactions in D  
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Support (xy) 

Confidence (xy) =    -----------------------------------  

                                      Support(x)  

 

 
IN KNOWLEDGE FLOW  ENVIRONMENT APRIORI 

 

                                                       

ALGORITHM NUMBER OF CYCLE 

PERFORMED 

BEST RULES fOUND 

Apriori 2 CHIPS, BUNS, COKE, 

KETCHUP 

Filter associator 9 CHIPS, BUNS, COKE, 

KETCHUP 
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FILTER ASSOCIATOR 
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 CHART TABLE 

 

  
 

V. CONCLUSION 

In this paper we have discussed various association rule algorithms and compared two algorithms: 

Apriori algorithm and Filter associator. We have analyzed the frequent item sets generation and number 

of cycle performed over the Apriori algorithm and Filter associator in the context of association analysis. 

According to the comparison of above two algorithms on weka tool, we conclude that Filter associator is 

efficient algorithm than Apriori algorithm based on above two factors (Number of cycle performed, Best 

rule found) because the Apriori algorithm generates more number of cycle performed and generate extra 

large item sets which degrades the performance of algorithm. 
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