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ABSTRACT
As the world grows in complexity and huge amount of 
data generates time to time, data analysis become difficult. 
In recent years, large amount of data are collected for 
research purposes. Such data set consists of hundreds or 
thousands of features. Many of the features in such data are 
useful information relevant to the problem. It also contains 
irrelevant information. So to extract relevant information a 
pre processing step called Feature Selection is used. Feature 
selection techniques like wrapper, filter, and embedded 
techniques are used. In Feature Selection process the relevant 
data are filtered to reduce the complexity before applying 
data mining techniques. Data mining is the process of 
discovering hidden, previously unknown and useful patterns 
essential for solving problems. For discovering classes of 
unknown a data mining technique called Classification 
is used. There are different method for classification like 
Bayesian, decision trees, rule based, neural networks etc. 
This paper analysis some existing and popular feature 
selection algorithms and classification.
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I.	 INTRODUCTION :

	 With the growing demand in the day today 
life the data mining has become popular in recent 
years. Data mining is knowledge discovery from 
database. Data mining is the process of extracting 
knowledge from huge amount of data [1]. Data 
mining consists of several steps. The process of 
extracting knowledge consist of the steps namely 
data cleaning, data integration, data selection, data 
transformation, data mining, pattern evaluation and 
knowledge discovery. The hidden data is collected 
in the form of patterns, concept, rules and so on 
[2].

	 A Pre-processing step called feature 
selection is used to reduce the dimensionality 
before applying any data mining techniques. For 
Feature selection, techniques like wrapper, filter, 
embedded or hybrid method is used. According 
to different application the mining task can be 
mainly divided into class or concept description, 
association analysis, classification or prediction 
and clustering. Various clustering method existing 
is Bayesian, decision trees, rule based, neural 
networks etc

	 The task in data mining can be classified 
into two: descriptive and predictive. Descriptive 
mining characterize the general properties of data 
in the database. Predictive mining inference is 
made on the current data to make predictions.

	 This paper provides a survey on various 
feature selection techniques and classification 
techniques used in data mining.

II.	 FEATURE SELECTION 
METHODS:

	 Feature selection algorithms are broadly 
classified into three categories namely Filter, 
Wrapper and Hybrid method [3].

	 Filter Method selects the feature subset on 
the basis of intrinsic characteristics of the data, 
independent of mining algorithm. It can be applied 
to data with high dimensionality. The advantages 
of Filter method are its generality and high 

computation efficiency. 
Wrapper Method requires a predetermined algorithm 
to determine the best feature subset. Predictive 
accuracy of the algorithm is used for evaluation. 
This method guarantees better results, but it is 
computationally expensive for large dataset. For this 
reason, the Wrapper method is not usually preferred 
[4].

	 Hybrid Method combines Filter and Wrapper 
to achieve the advantages of both  the methods. It 
uses an independent measure and a mining algorithm 
to measure the goodness of newly generated subset 
[5]. In this approach, Filter method is first applied to 
reduce the search space and then a wrapper model is 
applied to obtain the best feature subset [6].

IV.	 COMPARISON OF FEATURE 
SELECTION ALGORITHMS :

	 Feature selection is the essential preprocessing 
step in Data mining. Several feature selection 
algorithms are available. Each algorithm has its own 
strength and weakness. Table 1 compares some of the 
available algorithms.

Algorithm Type Benefit Drawback
Relief [7] Filter It is scalable 

to data set 
with increas-

ing
dimension-

ality.

It cannot 
eliminate
the redun-

dant
features.

Correlation- 
based

Feature 
Selection [8]

Filter It handles 
both

irrelevant and
redundant 
features

and
It prevents 
the reintro-

duction
of

redundant 
features.

It works 
well on
smaller 
datasets
It cannot 
handle

numeric 
class

problems.

Fast Cor-
relation 
Based

Filter [3]

Filter It hugely 
reduce

the dimen-
sionality

It cannot 
handle
feature

redundancy.
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Interact [9] Filter It improves 
the

accuracy.

Its mining
performance
decreases, 

as the
dimension-

ality
increases.

Fast Cluster-
ing-Based

Feature Sub-
set Selection

[6]

Filter Dimensional-
ity is

hugely re-
duced

Works well 
only

for Microar-
ray

data.
Condition 
Dynamic

Mutual In-
formation

Feature Se-
lection [10]

Filter Better
Performance

Sensitive to 
noise

Affinity 
Propagation 

–
Sequential 

Feature
Selection 

[11]

Wrap-
per

Faster than
Sequential 

Feature
Selection

Accuracy is 
not

better than 
SFS

Evolution-
ary Local
Selection 
Algorithm 

[12]

Wrap-
per

Covers a 
large

space of 
possible
feature

combinations

As the num-
ber of

features 
increases,
the cluster 

quality
decreases.

Wrapper 
Based Fea-

ture
Selection 

using SVM
[13]

Wrap-
per

Better Accu-
racy

and Faster
Computation

Two-Phase 
Feature

Selection 
Approach 

[14]

Hyb rid Handles both
irrelevant and

Redundant
features.
Improves
Accuracy

Hybrid 
Feature 

Selection
[15]

Hyb rid Improves
Accuracy

High Com-
putation
Cost for 

high
dimensional 

data
set

Table 1: Comparison of Existing feature selection 
algorithms

	 Filter methods are much faster and better 
than wrappers. It can be applied to large datasets 
having many features [16]. But Filter Method is not 
always enough to obtain better accuracy [17]. On the 

other hand, Wrapper Method also selects best feature 
subsets but it has proven to have high computation 
cost when compared to Filter for large datasets [16]. 
Hybrid method is less computationally intensive than 
wrapper methods.

V.	 CLASSIFICATION :

	 Classification is a technique used for 
discovering unknown data. Table 2 shows the various 
methods of classification and approaches used.

Classifications Approaches used
Rule Based Classifi-
er[18]

If-then rules

Bayesian Net-
work[19]

Directed ,acyclic 
graph and probabili-
ty distribution

Decision Tree[20] Root-test, leaf-class-
es for the instance

Nearest Neigh-
bor[21]

Greater weight are 
given to closer points

Artificial Neural Net-
works[22]

Input layer, Hidden 
layer, weights, out-
put layer

Support Vector Ma-
chine[23]

Statistical learning 
theory, probability

Rough sets[24] Lower and upper 
approximation

Fuzzy Logic[25] Fuzzy logic vari-
ables, range between 
0 and 1

Genetic Algo-
rithm[26]

Natural genetics 
search processes

Table 2: Various methods of classification and 
approaches used.
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